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Abstract: Economic crime, encompassing money laundering, fraud, scams, and various other 
illegal financial activities, continues to evolve with the emergence of sophisticated Artificial 
Intelligence (AI) technologies. This white paper explores the dual-edged nature of AI in the 
financial sector. While AI tools are increasingly being exploited by criminals to commit 
financial crimes, they also hold the key to more robust and effective detection and 
prevention strategies. This paper delves into the array of AI techniques currently leveraged 
by malicious criminals, including deepfake technologies, phishing and spear phishing, 
automated social engineering, credential stuffing, synthetic identity fraud and others. 
Furthermore, it provides a comprehensive analysis of AI techniques capable of countering 
these threats. Key focus areas include Neural Networks for unusual patterns and behaviours, 
gradient boosting algorithms for risk assessment, reinforcement learning for optimisation of 
decision making, Markov chains for temporal patterns and anomalies over time, Naïve Bayes 
for real-time classification and decision trees for interpretable detection. The culmination of 
this paper is the presentation of a state-of-the-art end-to-end AI-driven solution that 
integrates AI technology to offer a holistic and dynamically adaptable approach to financial 
crime detection and prevention. By implementing this framework, financial institutions can 
significantly enhance their capabilities to identify, mitigate, and prevent financial crimes, 
ensuring a more secure financial ecosystem. 
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1. Introduction 
It is no secret that financial crime, such as 
money laundering, fraud and scams are not 
only a significant current problem for both 
firms and consumers, but one that is due to 
grow rapidly in the coming years. Fraud 
represented 40% of all crime committed in 
2023 with an estimated £6.8 billion cost to 
society in England and Wales in 2019-20 [1].  

This situation is only being made worse due to 
the cost-of-living crisis, with consumers more 
willing to take risks, whether that be making 
‘too good to be true’ purchases online, 
accepting opportunities that offer quick 
payouts, or romance scams resulting from 
individuals feeling alone and isolated. 

Mix this with the rapid advancement and 
accessibility of technology, in particular 
Generative AI, and scams are becoming more 
realistic and security layers becoming easier to 
breach when in the hands of bad actors. For 
example, it may be exciting to create fake 
images of yourself with interesting 
backgrounds using AI, but in eyes of the 
fraudsters, that is fake IDs, synthetic 
documents and an opportunity to create fake 
bank accounts.  

Whilst all of this presents significant challenges 
for financial institutions, it is more important 
than ever to give consumers the best user 
experience possible with a smooth customer 
journey. So, how do we strike the best balance 
between these two drivers? 

 

2. Fraud, Scams and 
Money Laundering 
Two of the main types of financial crime, fraud 
and scams, usually occur as isolated incidents, 
through individual transactions. Fraud is a type 
of crime when the payment in question is not 
authorised, usually processed as a result of ID 
theft or compromised personal information 
from plastic cards. A particularly concerning 
issue in the digital payment landscape is the 
way fraudsters use digital wallets contactless 

card payments, driven by technologies like 
near-field communications (NFC). With nearly 
1bn people using contactless payments today, 
the total amount of transactions of such type is 
expected to generate approximately $10 
trillion by 2027 [2]. According to UK Finance’s 
2024 annual fraud report, around £1.2bn has 
been stolen by fraudsters in each of 2022 and 
2023 [3], [4].  

 

Typical Money Laundering Cycle  
Source: UN Office on Drugs and Crime 

Scams occur when the customer is tricked into 
transferring money to the criminal’s account, 
or has provided their account details, trusting 
that these will be used for genuine purposes 
[5]. Some of the most common types of scams 
are imposter (e.g. romance) scams, blackmail, 
charity scams, online shopping, prizes and 
lotteries, investment-related, mobile services, 
travel and others [6], [7]. 

Financial crimes like money laundering, evolve 
gradually through multiple transactions. 
According to Europol, 86% of the EU’s most 
threatening criminal networks employ money 
laundering techniques and use legal business 
structures, to carry out their operations [8]. 
According to the United Nations’ Office on 
Drugs and Crime, money laundering is 
estimated between 2% and 5% of global GDP 
every year [9]. 

Financial institutions are expected to 
collaborate with customers, experts and 
regulators to protect customers, market 
security and their own reputation. We have 

https://www.unodc.org/unodc/en/money-laundering/overview.html
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seen several fines imposed on major banks in 
recent years, resulting from outdated or 
inefficient AML practices, such as Santander UK 
(£108M in 2022) [10], NatWest (£265M in 
2021) [11], and HSBC (£64M in 2021) [12]. 

3. Global rise of AI-driven 
financial crime 
Several global factors have significantly 
accelerated the use of AI by fraudsters and 
scammers: 

COVID-19 pandemic, geopolitical 
conflicts, and economic uncertainty 

The pandemic led to a substantial increase in 
online activity, as more people work from 
home and rely increasingly on digital services. 
This shift has created new opportunities for 
fraudsters to exploit vulnerabilities in online 
platforms and remote work environments. This 
has contributed to a significant rise in phishing 
and other online scams since the pandemic 
[34, 35]. 

Economic downturns and financial instability 
often result in an increase in fraud as 
individuals and businesses become more 
desperate for financial gain. The global 
economic impact of COVID-19, combined with 
other factors like inflation and the resulting 
cost of living crisis, has provided prolific ground 
for fraudsters to exploit economic fears and 
uncertainties. With the massive post-COVID 
jump in online transaction volumes, some 
banks are having trouble managing the volume 
of data required for machine learning models 
to learn behavioural patterns. Subsequently, 
the rise in false positives has opened a new set 
of challenges as with banks investigate 
transactions as suspicious. The operational 
costs and available resources cannot catch up 
with the new levels of manual investigation 
resource needed [31].  

Geopolitical tensions and conflicts can disrupt 
global economic stability, leading to increased 
cyber activities, including state-sponsored 
hacking and cyber espionage. Fraudsters 
exploit these uncertain times by launching 
attacks, taking advantage of the chaos and the 

increased focus of nations on security over 
cybersecurity. 

Advancements in AI technology 

The rapid development and accessibility of AI 
technologies have made it easier for fraudsters 
to create sophisticated scams. Generating 
deepfakes, automating phishing attacks, 
conducting credential stuffing etc. has become 
more accessible, lowering the barrier for entry 
into high-tech fraud. 

Digital transformation, increasing 
connectivity and IoT devices. 

As businesses increasingly move their 
operations online and adopt digital 
transformation strategies, the attack surface 
for criminals expands. This includes more 
digital financial transactions, remote work 
infrastructure, and online customer 
interactions and others, which can be targeted 
by AI-driven fraud techniques. 

The growth of Internet of Things (IoT) devices 
has created new avenues for attacks. Many IoT 
devices should adopt more robust security 
measures, making them less vulnerable to 
being used as entry points for larger network 
intrusions. 

4. Common AI 
applications used by 
fraudsters 
4.1. Deepfakes 
AI-generated synthetic media where a person 
in an existing image or video is replaced with 
someone else's likeness are called ‘Deepfakes’. 
Falsifying biometric data enables 
impersonation for unauthorised access to 
accounts, spreading misinformation, and 
creating fake identities for fraudulent activities. 
Machine Learning frameworks, such as 
generative adversarial networks (GANs) and 
diffusion models are amongst the common 
methodologies used to generate deepfakes 
[13]. 
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Generating Deepfakes Process  
Source: alanzucconi.com  

4.2. Phishing and spear phishing 

AI tools are used to craft highly personalised 
and convincing phishing emails or messages, 
harvesting sensitive information like login 
credentials, financial information, and personal 
details by mimicking legitimate 
communications. 

Whilst phishing is a generic automated scam 
message, targeting a large audience and 
usually containing links to malicious websites, 
spear phishing is a personalised cyberattack 
toward individual or organisations. These 
emails or texts contain highly convincing 
personalised messages, attempting to gain 
your trust [14], [15], [16]. 

Visualisation of spear phishing attack  
Source: ResearchGate 
“Security Through Understanding… and 
Emulating…the Advanced Persistent Threat” 

Generative AI enhances the criminals’ ability to 
generate phishing emails and vishing (voice 
phishing) calls and voicemails. Large Language 
Models (LLMs) are used to consume vast 
amounts of real-time information and AI 
chatbots target corporate environments for 
communication campaigns. These tools are 
becoming more advanced and harder to spot, 

with the expectation of a drastic increase in 
both quality and quantity [17], [18]. This 
emerging thread amongst all other financial 
crimes, outlines the importance of the 
responsible use of AI, as it is expected that 
criminals may soon exploit real-time 
technologies for phishing and spear phishing 
attacks [19]. 

4.3. Automated social engineering 

Social engineering is effectively manipulation 
of people to feel a sense of urgency in taking an 
action [20]. AI-driven chatbots and voice 
assistants are often used to convincingly 
interact with victims and use their 
vulnerabilities to make them open scam links, 
install malware, share credentials and others. 
There are known cybercriminal forums where 
hackers share tips and even tools which can be 
exploited for criminal activities. One of the 
biggest known cyber-attacks of the century, 
which happened on Yahoo! in 2014, was a 
result of advanced automated social 
engineering, as confirmed by the FBI [21]. 

Fraudsters can extract personal information 
through automated conversations, often 
mimicking trusted individuals or entities. The 
usual lifecycle of social engineering contains 
four phases: ’Investigation’, ’Hook’, ’Play’ and 
’Exit’ [21]. In simple terms, these represent 
victim selection, building of a trusted 
relationship, manipulation to obtain 
information, and moving on to the next victim. 

Cyber-attacks on social and professional 
networks use AI chatbots for automated social 
engineering, acting as fake accounts and 
simulating human behaviour, bypassing 
security mechanisms [22]. This form of criminal 
activity is mainly used as an engine for stealing 
sensitive personal or corporate data. 

4.4. Credential stuffing 

Using AI to automate the process of testing 
large sets of stolen credentials across various 
sites is called credential stuffing. Gaining 
unauthorised access to multiple accounts if the 
same credentials are reused, is a validation 
approach used by criminals. 

Despite the regular reminders and corporate 
requirements imposed by regulators, the 

https://www.alanzucconi.com/2018/03/14/understanding-the-technology-behind-deepfakes/
https://www.researchgate.net/publication/233569977_Security_Through_Understanding_and_Emulatingthe_Advanced_Persistent_Threat
https://www.researchgate.net/publication/233569977_Security_Through_Understanding_and_Emulatingthe_Advanced_Persistent_Threat
https://www.researchgate.net/publication/233569977_Security_Through_Understanding_and_Emulatingthe_Advanced_Persistent_Threat


4 
 

human tendency of using the same credentials 
across multiple accounts is still a significant 
vulnerability used by hackers through the ‘dark 
web’. Opposed to the ‘brute force attacks’ 
where hackers use automated software to 
generate a huge number of potential 
passwords until the log-in is successful, the 
‘credential stuffing’ approach uses valid 
credentials from compromised accounts and 
targets other logins of the same individual [23]. 

 
Credential stuffing approach 
Source: cloudflare.com 

Credential stuffing is a gateway for a variety of 
criminal activities, such as ransomware, 
identity theft, fraudulent transactions and 
others. In addition to the financial loss, the 
impact on reputational damages and user 
frustrations are not to be underestimated [24]. 
There is a variety of best practices to use 
technology for detection of credential stuffing. 
The most common techniques are monitoring 
login patterns, multi-factor authentication 
(MFA), rate limiting (CAPTCHA), custom 
security rules and device fingerprinting [25]. 

4.5. Synthetic identity fraud 

Opening new accounts, securing loans, and 
making fraudulent transactions that are hard to 
detect is often done using synthetic identities. 
Other examples are setting up mule accounts 
for money laundering and financing terrorism. 
Fraudsters create fictitious identities by 
combining real and fake information using 
(generative) AI and often sell these as fraud-as-
a-service (FaaS).  

Synthetic identity fraud involves creating a new 
identity of a person who doesn’t exist legally, 
by mixing real, stolen and synthetic 
information. These scalable and automated 
techniques require more sophisticated 
biometric verification systems, combining 
forensic and non-forensic inspection of 
multiple ID documents [26] (estimations show 

that 95% of synthetic identities are not 
detected [27]), comparing with credit bureau 
databases, associated accounts and know-
your-customer (KYC) checks [28]. 

 
Elements of Synthetic Identity Fraud 
Source: fedpaymentsimprovement.org 

Other use cases of AI applications for financial 
crime include AI-driven malicious software 
(malware) and ransomware (the most common 
malware). These can adapt to avoid detection 
and select targets based on their ability to pay, 
by stealing data, encrypting systems, and 
demanding ransom with sophisticated evasion 
techniques or benefiting from poor cycler 
hygiene [29]. Another example is automated 
financial trading fraud - using AI algorithms to 
conduct fraudulent trading activities, engaging 
in pump-and-dump schemes, insider trading, 
and market manipulation [30].  

5. Leveraging (AI) 
technology to fight 
financial crime 
With the increasing sophistication of AI-driven 
fraudulent activities, traditional methods of 
detection and prevention are often inefficient. 
AI technologies present a promising solution, 
offering advanced analytics and automation to 
enhance detection accuracy and efficiency, 
revolutionising the financial crime landscape. 
In effect, the key exam question is how AI can 
confront AI in a long-term battle. 

This can be illustrated as a game theory setup 
where AI technologies adopted by financial 

https://www.cloudflare.com/learning/bots/what-is-credential-stuffing/
https://fedpaymentsimprovement.org/strategic-initiatives/payments-security/synthetic-identity-payments-fraud/synthetic-identity-fraud-defined/
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institutions and criminals are the primary 
players, each with opposing objectives. The 
institutions aim to maximise security and 
minimise risk by deploying strategies such as 
enhanced monitoring, AI-driven anomaly 
detection, and strict compliance procedures. 
Criminals, on the other hand, seek to maximise 
their illicit gains while avoiding detection. This 
setup can be viewed as a non-cooperative 
game where each player continuously adapts 
their strategies in response to the other's 
actions. The equilibrium in this game occurs 
when neither side can unilaterally improve 
their outcome—financial institutions optimise 
their defences within regulatory constraints, 
while criminals adjust their tactics to evade 
these defences. Understanding this dynamic 
through game theory helps in designing more 
resilient and adaptive financial crime 
prevention systems.  

The adoption of AI and Machine Learning (ML) 
within fraud detection and prevention systems 
has meant large improvements in the battle 
against fraud. The use of anomaly detection 
algorithms or classification models that 
provide banks with a probability score are 
prevalent within firms, providing them with a 
tool to reduce the number of fraudulent 
transactions that occur. 

AI solutions can identify underlying trends that 
are simply too difficult for a human to see, 
mainly due to the vast quantities of data 
available to fraud prevention analysts, along 
with the imbalance of fraudulent versus 
genuine transactions. 

Although AI solutions are key enablers in the 
fight against fraud, they are not always fully 
adaptable and transparent, making it difficult 
to react to emerging fraud threats or 
understand why a high-risk score has been 
produced. This is why rulesets are still 
fundamental to the operation of fraud 
prevention. 

Rulesets give the organisation ultimate control 
over their risk appetite, alert volume and end 
user experience. They are easily interpreted, 
meaning they are easier to audit, but they can 
also be adjusted quickly when required.  

While AI offers immense potential in 
combating financial crime, its implementation 
is not without challenges. Ensuring the ethical 
and responsible use of AI, mitigating 
algorithmic biases, and addressing data privacy 
concerns are key goals. Additionally, the 
evolving nature of financial crime demands 
continuous innovation and adaptation of AI 
solutions. AI represents a game-changer in the 
fight against financial crime, empowering 
institutions with innovative capabilities to 
detect and prevent unlawful activities. By 
harnessing the power of AI technologies and 
collaborating with regulatory bodies, the 
financial sector can safeguard the integrity of 
global financial systems. 

6. Examples of AI 
techniques for financial 
crime prevention 
Neural networks: 

Neural networks can be used to analyse vast 
amounts of financial transactional data, 
identifying patterns indicative of fraudulent 
behaviour. By training neural networks on 
historical data containing both legitimate and 
fraudulent transactions, the models learn to 
detect anomalies and flag suspicious activities 
in real-time. 

Neural networks enable financial institutions to 
enhance fraud detection capabilities by 
automatically identifying unusual patterns or 
behaviours in transactions.  

Gradient boosting algorithms: 

Gradient Boosting Algorithms (such as 
XGBoost) can be utilised to develop predictive 
models that assess the risk associated with 
different financial transactions or customer 
profiles. By analysing various features and 
historical data, they can assign a risk score to 
each transaction, enabling the institution to 
prioritise investigations and allocate resources 
effectively. 

It allows financial institutions to build 
advanced risk assessment models that 
accurately predict the likelihood of fraudulent 
activities. By leveraging gradient boosting 
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algorithms, banks and other financial entities 
can mitigate risks associated with money 
laundering, terrorist financing, and other 
criminal activities, ensuring compliance with 
regulatory requirements and protecting their 
reputation. 

Reinforcement learning: 

Reinforcement learning can be applied to 
optimise decision-making processes in fraud 
detection and prevention. By simulating 
different scenarios and learning from feedback, 
reinforcement learning algorithms can 
autonomously adapt and improve fraud 
detection strategies over time, staying ahead 
of evolving threats. These models empower 
financial institutions to continuously enhance 
their fraud detection capabilities by learning 
from past experiences and adapting to new 
challenges. 

Natural Language Processing (NLP): 

NLP techniques can be used to analyse textual 
data from various sources, such as emails, chat 
logs, and social media, to uncover clues related 
to financial crimes. NLP algorithms can detect 
suspicious communication patterns, identify 
key entities or keywords associated with fraud, 
and extract actionable insights to support 
investigations. 

NLP models enable financial institutions to 
enhance their monitoring and surveillance 
capabilities by analysing unstructured text data 
for signs of fraudulent behaviour. By leveraging 
NLP, banks can detect and prevent fraud 
schemes such as phishing scams, insider 
trading, and money laundering, to support 
protecting the integrity of the financial system 
and preserving customer trust. 

Markov chains 

Markov chains are stochastic models that 
describe a sequence of possible events where 
the probability of each event depends only on 
the state attained in the previous event. 
Markov chains can model the sequence of 
transactions or activities to detect unusual 
transitions that may suggest fraudulent 
behaviour. They are effective in identifying 
temporal patterns and anomalies over time. 

Naïve Bayes: 

Naïve Bayes is a probabilistic classifier based on 
Bayes' theorem, assuming independence 
between features. It’s particularly effective for 
large datasets and works well with categorical 
data. 

These models can be used for fraud detection 
by classifying transactions as fraudulent or 
legitimate based on features such as 
transaction amount, location, time, and 
customer behaviour patterns. Naïve Bayes is 
fast, works well with large and high-
dimensional data, good for real-time fraud 
detection. 

Decision trees 

Decision trees are a type of supervised learning 
algorithm that splits data into branches to form 
a tree-like structure, where each node 
represents a feature, each branch represents a 
decision rule, and each leaf represents an 
outcome. 

Implementing decision trees can help identify 
complex decision patterns and anomalies in 
transaction data that are indicative of 
fraudulent activities. They are interpretable, 
allowing investigators to understand the 
reasoning behind a flagged transaction. 
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Cost-Benefit summary of the presented AI techniques

AI Technique Cost Benefit 

Neural Networks 
High computational resources and 
complexity, requiring significant data 
and expertise. 

 
Highly effective for detecting complex 
patterns and anomalies in large datasets, 
ideal for identifying sophisticated 
financial crimes like fraud or money 
laundering. 
  

Gradient Boosting 
Algorithms 

Moderate to high computational 
resources with longer training times, 
though less intensive than neural 
networks. 

Excellent at handling imbalanced 
datasets and boosting model accuracy, 
useful for detecting less obvious financial 
crimes with fewer false positives. 

Reinforcement 
Learning 

 
Usually, extensive training time and 
the need for a well-defined reward 
system, which can be challenging to 
design. The complexity can vary 
significantly depending on the 
specific problem domain. 
  

Ideal for adaptive systems that learn and 
improve over time, especially useful in 
evolving threat landscapes where 
criminal tactics frequently change. 

Natural Language 
Processing (NLP) 

 
Requires large amounts of text data 
and complex preprocessing. Modern 
NLP models, particularly transformer-
based models, can be 
computationally intensive, and 
require significant resources, 
especially for tasks like language 
modelling or sentiment analysis 
  

Highly effective for analysing 
unstructured data like emails, 
transaction notes, or social media, to 
detect fraudulent activities and other 
financial crimes based on language. 

Markov Chains 

Simpler models with lower 
computational costs, but 
assumptions of the Markov property 
might not hold in more complex 
scenarios. 

Useful for modelling sequential events 
and detecting anomalies in transaction 
sequences, such as suspicious account 
behaviour over time. 

Naïve Bayes 

Computationally efficient and easy to 
implement, but assumes 
independence among features, which 
may not be realistic. 

 
Good for quick, initial screening of 
potential financial crimes, especially in 
situations with clear, probabilistic 
relationships. 
  

Decision Trees 
Prone to overfitting without careful 
tuning, though computationally less 
demanding. 

 
Easy to interpret and explain, making 
them useful in regulatory contexts where 
transparency of AI decisions in detecting 
financial crimes is crucial. 
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While such AI-enabled systems are effective at 
identifying potentially criminal transactions, 
they often generate large sets of false positives 
– instances where legitimate transactions are 
incorrectly flagged as suspicious. False 
positives can result in delays, inconvenience, 
and additional scrutiny for customers. 
Moreover, investigating false alarms consumes 
resources, including manpower and time, 
leading to operational inefficiencies, increased 
compliance costs and sometimes reputational 
damages for the financial firms. 

 

7. Regulatory approach 
to fighting financial 
crime 
An example of a state-driven regulatory 
framework is the new UK regulation, PS23/3: 
’Fighting Authorised Push Payment Fraud: A 
New Reimbursement Requirement’, which will 
be implemented by the Financial Conduct 
Authority (FCA) to combat authorised push 
payment (APP) fraud. This regulation mandates 
financial institutions to reimburse victims of 
APP fraud in certain circumstances, aiming to 
enhance consumer protection and trust in the 
banking system. It sets out criteria for 
reimbursement eligibility and emphasises the 
responsibility of banks to safeguard customers 
against fraudulent transactions.  

It will [32]: 

• Require UK payment service providers (PSPs) 
to reimburse all in-scope customers who fall 
victim to APP fraud, unless the consumer is 
involved in the fraud themselves, or has acted 
with gross negligence. 

• Share the cost of reimbursing victims 50:50 
between sending and receiving PSPs, to 
provide incentives for both to detect and 
prevent fraud. 

• Provide additional protections for vulnerable 
customers. 

Another example is PS22/9 - the new 
Consumer Duty regulation refers to the ethical 
and legal obligation of financial institutions to 
prioritise the best interests of their customers 

[33]. This Duty encompasses ensuring 
transparency, fair treatment, and adequate 
protection of consumers from fraudulent 
activities such as scams, identity theft, and 
unauthorised transactions. Upholding 
Consumer Duty not only builds trust and 
confidence among customers but also 
contributes to the overall integrity and stability 
of the financial system. 

Finally, the AI Act and broader digital ethics 
frameworks play a crucial role in guiding the 
responsible use of AI technologies. These 
regulations promote transparency, 
accountability, and fairness in AI systems, 
addressing concerns such as algorithmic bias, 
data privacy, and ethical considerations. One 
way to enhance regulatory compliance is 
Explainable AI (XAI). Regulators require that 
financial institutions not only detect suspicious 
activities but also clearly justify and document 
their findings. XAI enables institutions to 
provide interpretable insights into how AI 
models flag potential criminal activities, 
making it easier for regulators to assess 
compliance with legal standards and for 
institutions to defend their decisions during 
audits or investigations. By fostering trust in AI 
systems, XAI also helps mitigate the risk of 
regulatory penalties and strengthens the 
overall effectiveness of financial crime 
prevention efforts. 

Compliance with the AI Act and adherence to 

digital ethics principles are essential for 

ensuring that AI-powered solutions in financial 

crime mitigation are effective, explainable, 

trustworthy and aligned with societal values 

and regulatory requirements. 

8. What can financial 
services firms do to 
better protect their 
customers? 
Organisations can create a hybrid approach to 
combat fraud and scams. By creating rulesets 
that factor in AI and ML based risk scores, a 
solution that is both transparent, adaptable 
and accurate can be implemented. This 
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methodology is already being used across 
different organisations and is seen to be 
incredibly effective when compared to either 
technique used in isolation. The white paper 
“Using Automation and AI to Combat Money 
Laundering” (Devraj Basu, Godsway Korku 
Tetteh) in the current White Paper Series 
articulates the nature of conventional financial 
crime purpose-built detection solutions. 

However, there is a problem with this 
methodology. Rulesets combined with AI 
become very complex, with millions of possible 
combinations and permutations of rulesets 
available. In order to adjust rulesets to changes 
in the fraud environment or the business 
drivers, thresholds need to be changed. Data 
Science communities are already addressing 
this problem with methods such as those 
discussed earlier. 

This then presents a further issue. Rulesets get 
tuned, adjusted and updated over time, 
moving them further away from the very 
reason they were created. Organisations then 
find themselves updating legacy rulesets that 
are out of date, ineffective and far too complex 
to manage. We can indeed continue to tune 
the ruleset, but we are better off redesigning 
the ruleset for the intended purpose at that 
moment in time. 

By using AI to automate the design and 
construction of these rulesets, the benefits of 
hybrid rules are maintained, but with the 
added value of complete confidence that the 
rule design cannot be improved. An added 
benefit is that due to frequent and complete 
rebuild of the designs, they are no longer static, 
with gaps in the detection layer that fraudsters 
can expose. 

A new technology built and patented by Sopra 
Steria provides a complete end-to-end 
optimised fraud management process that 
allows financial services organisations to stay in 
control, whilst having complete trust that they 
are providing the very best service for their 
customers. It allows financial services firms to 
be fully optimal in fraud prevention, delivering 
higher fraud detection and lowering false 
positive alerts. 

What is it and what does it do? 

This is not a point solution. It is an innovative 
tool that constructs optimal hybrid business 
rules with AI at the core, sitting as a layer on 
top of existing fraud solutions. The rules 
delivered by the tool daily allow firms to be in 
full control of their fraud management 
environment by alerting only the transactions 
that need to be, balancing their risk appetite 
with resource management, whilst ensuring 
their customers are protected, all in a way they 
have not been able to before.  

Fundamentally, the solution takes in historical 
transaction data and outputs a set of ‘rulesets’, 
optimised for three objectives, minimising 
false positives, maximising true positives and 
maximising detected fraud value. There is 
always a trade-off between the three 
objectives, which means if you decrease one 
objective, you will also decrease another. 

The algorithm will optimise the use of existing 
fraud detection models used by the firms 
today, as well as transaction data such as 
transaction amount, merchant ID and 
time/day. This solution does not replace 
existing fraud models, it enhances them, and as 
such, is not a fraud detection model in itself. 

The rulesets produced offer an option for the 
firm in which one can choose the ruleset that 
adheres to the given risk appetite at that 
moment in time. As an example, the user could 
choose a ruleset that detects the most fraud 
cases possible, but at the cost of a higher 
number of false positives. Alternatively, they 
could choose a ruleset that focuses on high 
value payments, in turn preventing more loss 
at the expense of not detecting as many fraud 
cases. 

The chosen ruleset will need to be 
implemented in the firm’s existing decision 
engine platform, which will then utilise the 
ruleset with live transactions going forward. 
Without the frequent adjustment of rulesets, 
various negative situations can occur, such as 
not capturing the behaviour and patterns of 
new fraud typologies, not fluctuating according 
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to seasonal human behaviour changes or 
struggling to adapt to business environment 
changes like lower operational capacity.  

By generating new rulesets with a rolling 
window of data and by focusing on the three 
objectives discussed previously, the scenarios 
above can be mitigated.  

What does it deliver? 

The solution will create a number of rulesets 
that combine the available parameters (i.e. 
transaction amount, time of day, fraud 
detection model 1 output, etc) along with 
optimal thresholds for each parameter. The 
combinations of parameters and thresholds 
will vary according to the trade-off being made. 
For example, for a low number of false 
positives, it could set more demanding 
thresholds for model scores which will be met 
less often. 

The model/solution offers complete flexibility 
to cater to operational demands/requirements 
each time it is run by giving the client complete 
choice over which ruleset is implemented in 
the ruleset platform currently in place. 

Due to being fully automated and self-learning, 
the model is a hands-off approach until the 
resulting rulesets are output. This means the 
only time required from the Data Scientists or 
Fraud Analysts is for reviewing and selecting 
the appropriate ruleset. 

Finally, the number of false positives, true 
positives and fraud value detected when 
generating rulesets will be based on historic 
data, so the numbers may not be reproduced 
when running on future data. However, 
procedures have been put in place when the 
model is ‘learning’ which helps prevent the 
model from learning only the historic fraud 
patterns rather than being able to detect future 
fraud. 

How can the model and results be 
used by financial services firms? 

The model can be run as frequently as the user 
requires, matching the current schedule of 
multiple ruleset adjustments a day, or less 
frequently such as daily or weekly adjustments. 

Our solution challenges traditional approaches 
by replacing previously defined business rules 
with an optimised set of AI generated business 
rules which the organisation chooses from; 
each offering a different approach depending 
on the risk appetite of the organisation at any 
given time. 

Our rigorous analysis and testing performed to 
date supports the case that our optimised 
models are highly efficient, require little input 
from the analyst community and once 
deployed, will offer fraud analysts optimal 
options for balancing reduction of false 
positives, increase in fraud detection and 
increase of prevented loss. 

 

As part of the end-to-end system design, it is 
crucial to have a human-in-the-loop approach, 
particularly when human behaviour is being 
captured by an AI solution. As well as the 
importance of interpretable and explainable 
solutions in terms of regulatory compliance, 
maintaining the use of rulesets, as opposed to 
a black box solution, allows the firms to 
understand the type of fraud that is being 
detected, an important aspect of continuous 
fraud management development. 

9. Conclusion 
The rapid advancement of AI technologies 
presents both significant challenges and 
remarkable opportunities in the realm of 
financial crime detection. As criminals become 
increasingly proficient at exploiting these 
technologies, the imperative for financial 
institutions and consultancy firms to adopt 
advanced AI-driven solutions becomes ever 
more critical. This white paper has highlighted 
the diverse range of AI approaches currently 
employed by criminals and the corresponding 
AI techniques that can effectively counteract 
these threats. By leveraging Machine Learning 
for anomaly detection, financial institutions 
can build a resilient defence against financial 
crimes. The proposed end-to-end AI 
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framework represents a comprehensive 
solution that not only addresses current 
threats but is also adaptable to future 
challenges. Implementing such a framework 
will enable financial institutions to stay ahead 
of criminal tactics, ensuring a robust and 
secure financial environment. In conclusion, 
the integration of advanced AI technologies is 
not just a strategic advantage but a necessity 
for the sustainable protection of financial 
assets and customers. 
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